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Abstract 

 

Head-related impulse response (HRIR) is a key factor in 3-D sound generation 

over headphones. The main goal of 3D sound applications is the reproduction of 

the spatial properties of a sound by filtering the sound source with the appropriate 

HRIR of the listener. Direct measurements are the most important method for 

HRIR generation because they guarantee that the filtering of 3-D sound systems 

will have the appropriate impulse response of the listener's ear corresponding to his 

anthropometric specifications. One of the disadvantages of direct measurement is 

that it is time-consuming, effort-demanding, and requires special tools and 

equipment at a high cost. Therefore, accurate reproduction of the spatial properties 

of sound remains a challenge. This study presents a personalization model based 

on establishing a non-linear relationship between anthropometric parameters and 

HRIRs. The HRIR personalization model is based on back-propagation artificial 

neural networks (BPANN) as a machine learning technique, principal components 

analysis tools (PCA), and the current HRIR measurements database. The findings 

of this study outperformed those of recently developed related studies.  

Keywords: HRIR personalization, Artificial neural network, Head related transfer 

function, Head related impulse response. 

Keywords: human resource allocation, email, email addresses, the following 

header: moving to header beats. 
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 المستخلص

( عايلاً سئيسياً في تٕنيذ انصٕخ ثلاثي الأتعاد عثش سًاعاخ HRIRتعذ الاستداتح انُثضيح انًتعهمح تانشأس )

انشأس. انٓذف انشئيسي نتطثيماخ انصٕخ ثلاثي الأتعاد ْٕ إعادج إَتاج انخصائص انًكاَيح نهصٕخ عٍ 

ْي  HRIRانًُاسة نهًستًع. انطشيمح الأكثش أًْيح نتٕنيذ  HRIRطشيك تصفيح يصذس انصٕخ تاستخذاو 

َٓا تضًٍ أٌ تكٌٕ تصفيح أَمًح انصٕخ ثلاثيح الأتعاد يع الاستداتح انُثضيح انًُاسثح انمياساخ انًثاششج لأ

لأرٌ انًستًع انًطاتمح نًٕاصفاخ انمياساخ انثششيح انخاصح تّ. يٍ عيٕب انمياس انًثاشش أَّ يستغشق ٔلتاً 

ستُسا  انذليك طٕيلاً ٔيتطهة خٓذاً ٔيتطهة أدٔاخ ٔيعذاخ خاصح تتكهفح عانيح. نزنك ، لا يزال الا

نهخصائص انًكاَيح نهصٕخ يًثم تحذياً. تمذو ْزِ انذساسح ًَٕرخًا نهتخصيص يعتًذ عهى إَشاء علالح غيش 

عهى انشثكاخ انعصثيح  HRIR. يعتًذ ًَٕرج تخصيص HRIRsخطيح تيٍ انًعهًاخ الأَثشٔتٕيتشيح ٔ 

ٔأدٔاخ تحهيم انًكَٕاخ انشئيسيح ( كأسهٕب نهتعهى الآني ، BPANNالاصطُاعيح راخ الاَتشاس انعكسي )

(PCA ٔلاعذج تياَاخ لياساخ ، )HRIRs  انحانيح. أسفشخ َتائح ْزِ انذساسح عٍ َتائح يهحٕظح يماسَح

 تالأَمًح راخ انصهح انًطٕسج حذيثاً.

 HRTF ، انشثكح انعصثيح الاصطُاعيح ، ٔظيفح انُمم انًتعهمح تانشأس HRIR : تخصيصانكهًاخ انًفتاحيح

 HRIR.، استداتح انُثضاخ انًتعهمح تانشأس

1-Introduction  

 The perception of the environment is greatly aided by sound, which provides 

humans with a constant awareness of their surroundings. Everyday life is full of 

different sounds that carry information about humans’ surroundings. Humans can 

hear sounds and determine their location with different degrees of accuracy (1). 3-

D sound recreation has many applications, such as virtual reality, robotics, 

teleconferencing, videoconferencing, entertainment, training simulations, helping 

the visually impaired, and so forth. This 3-D sound detection is a major factor in 

orienting in space, driving a car, communicating with several people at once, etc. 
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The brain detects the position of sound sources by processing electrical impulses 

generated by sound waveforms impinging on the eardrums. As a sound waveform 

travels from the source to the eardrum, it is influenced by many factors, e.g., 

obstacles in space, shape of the body and head, size of the earlobes, shape of the 

ear canal, etc. A measure of transfer characteristics can be expressed as head-

related impulse response (HRIR) or head-related transfer function (HRTF), i.e., the 

Fourier transform of the HRIR [2]. These representations enable the generation of 

synthetic spatial sounds, which can then be played back through headphones. The 

HRIR depends on the spatial position of the sound source and can be measured at 

different spatial positions. The impulse response filter describes the sound and the 

direction-dependent diffusing effects of sound due to the head, torso, and pinna [2]. 

So, HRIR contains reflections and refractions of sound waves at the ears and head. 

This leads to the HRIR not only depending on the direction of the sound but also 

containing some indirect information about the listener. Humans have different-

sized heads and ears. Figure 1 shows the different sizes and shapes of the human 

ear. This entails measuring each listener's HRIRs in order to create an accurate 3D-

sound system that gives listeners the sensation of being in a real environment.  
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Figure 1. Different sizes and shapes of ear 

 

Among several existing methods of HRIR personalization, the direct measurement 

procedure is the most accurate and well developed [3-5]. The most significant 

disadvantage of direct measurement is its complexity. In addition, it is an 

expensive approach; special equipment and efforts are required; and it is difficult 

and time-consuming. 3D-sound systems should be adaptable to a wide range of 

users. Therefore, there is an urgent need to find a method that can estimate the 

individual HRIR based on the current HRIR measurements. In recent years, several 

studies have concerned themselves with finding better, more convenient ways for 

obtaining personalized HRIRs. The structural approach is one of the solutions 

based on the structural composition of the measured responses of parts of the 

human body like the head, torso, and pinna that provide the important features of 

the HRTFs [6]. In [7,8], authors proposed a strategy for HRIR personalization 
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based on matching certain anthropometric ear parameters of the individual with the 

closet HRIR in the CIPIC database. The traditional statistical methods were used to 

create a linear or non-linear relationship between HRIR components and the 

anthropometric parameters of individuals [9-11]. Many researchers have developed 

geometrical models for the torso, head, and ears [12, 13]. In this approach, it has 

been proposed to use an accurate geometrical representation of a head, the pinna, 

obtained by a three-dimensional laser scanner, and use this as the basis for 

computational acoustic simulation based on the exact solution of the wave equation 

using boundary element modeling. Machine learning (ML) approaches played a 

significant role in this direction. The previous HRIR personalization based on ML 

focused on finding a generation method for the log-magnitude and phases of the 

Fourier transform of HRIR and then estimating the impulse response as the 

minimum phase [14-16]. Dealing with HRTF, or impulse response, as log-

magnitude and phases requires the computation of the HRTF at a large number of 

linearly spaced frequencies to invert the Fourier transform and extract the HRIR. 

For both continuous- and discrete-time signals, the magnitude and phase of the 

Fourier transform are independent functions. Therefore, the original signal cannot 

be recovered from knowledge of either one. The minimum phase reconstruction 

method is used to recover signals in the time domain. Minimum phase 

reconstruction has been used to obtain an estimated HRIR in the personalization 

problem by knowing the log-magnitude of the HRIR signal. This work suggests a 

personalization model that deals with the raw HRIR and bases its estimation 

directly on two important methods of machine learning, namely the principal 

component analysis (PCA) and back-propagation neural networks (BPANN). The 
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main objective of this work is to improve the performance of the existing methods 

of HRIR personalization. With the learning process, the knowledge base will be 

able to adapt the measurements of HRIR to any listener and will be able to improve 

its predictions and experiences. Another reason to personalize HRIR is to save 

time, effort, and resources. In addition, the 3-D sound systems will be adapted for a 

wide range of listeners. The individual objectives of this work are described below: 

 Proposing a HRIR personalization method based on backpropagation 

artificial neural networks and principal components analysis 

 Implement the personalization model to illustrate and prove the approach 

using MathWorks- MATLAB environment. 

 Compare the results with related works 

2.The Proposed Approach 

In general, a backpropagation neural network was trained using the 

anthropometric parameters for several persons from the CIPIC database as 

inputs and the principal components of HRIR data (PCs) as outputs. The 

procedures of the personalization model, which have been followed in this 

work, are described below. This process applies PCA directly to the raw HRIR 

data to simplify HRIR data by reducing a multidimensional dataset to lower 

dimensions with a wide range of variances. Hence, extracting the important 

HRIR characteristic will be possible, and the prediction accuracy of new 

impulse responses will be increased. Figure 2 shows the whole model of HRIR 

personalization. The steps of HRIR customization using PCA are listed below: 
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 A data matrix for HRIR is created. Each column in the HRIR matrix 

contains different samples of HRIR measurements for different individuals. 

 Because of the personal differences and likeness in anthropometric 

properties, the mean is calculated for each column to average all persons’ 

HRIR. The mean vectors (HRIR_Mean) are obtained by 

                  ∑                  
           Equation 1 

Where N is the number of rows and M is the number of columns 
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 The mean is subtracted from each column to minimize the correlation and 

increase the variances among the HRIR data. This step produces a new 

adjusted dataset whose mean is zero. 

                                                                            

 The covariance matrix of the adjusted–data matrix is calculated, and then 

eigenvectors and eigenvalues are obtained. Eigenvectors are called basis 

vectors, which represent the principal components of HRIR data. For N rows 

of the adjusted-data matrix, the covariance is computed by 

            
 

   
 ∑                  

                   

 To obtain an HRIR reduced order model, the basis vectors are selected 

depending on the descending order of the eigenvalues, and this gives the 

components of highest significance and ignores the others without much loss 

of information. 

 The number of samples was reduced to represent each 200-sample diffuse-

field equalized HRIR in the CIPIC database.  

 Once the components have been chosen, the PC coefficient vectors which 

represent the contribution of each basis vector to the standard HRIR data are 

obtained by: 
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PC_Coff =                                 

2.1 BPANN Training  

BPANN training is carried out using the PCs' coefficient vectors and 

anthropometric parameters. A three-layer BP network is employed in this work, 

with a tan-sigmoid transfer function in the hidden layer and a linear transfer 

function in the output layer. The choice of the hidden layer number is very 

important, but there is no general formula for it. To determine the optimum number 

of hidden nodes, a series of different topologies were used, in which the nodes 

varied from 16 to 20. During the training phase, the hidden layer was chosen to 

achieve the best performance. The implementation has been done using the 

Mathworks-Matlab environment, and the number of iterations is 5000, which is the 

number that has given excellent results. 

2.2 HRIR Estimation 

The estimated HRIR for any person, as shown in figure 3, is given by using his 

anthropometric measurements and the principal components coefficient vectors, 

which are predicted from BPANN. Finally, the estimated HRIR is composed of the 

basis vectors and the predicted PC coefficient vectors. To remove the 

standardization and generate the estimated personal impulse response, the mean of 

each column is added to HRIR. This is expressed as 

Estimated HRIR =                            ) + [ HRIR_Mean]  
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Figure 3. HRIR estimation module. 

3- Result and discussion  

The final stage of this study is the generation of the estimated HRIR. A comparison 

between the original and the estimated HRIR is provided at several elevation and 

azimuth angles. In the objective test method, spectral distortion (SD) was used to 

assess the performance of the HRIR personalization method. This is done by 

computing the percentage of the errors in the estimation in decibels. In order to 

verify that there is no significant difference between the estimated and the original 

HRIR, HRIR was estimated for different individuals at different positions 

(azimuth, elevation) depending on their measured anthropometric parameters 

extracted from CIPIC. Because the objective test has a small SD score, the findings 

of this study strengthen its effectiveness as an effective approach. Table 1 

illustrates the average spectral distortion of the impulse responses in decibels. 
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Location 

       (Azimuth, Elevation) 

The average SD score 

Front(0,0) 3.6 

Back (0, 180) 5.4 

Right (80, 0) 5.6 

Left (-80, 0) 5.5 

Top (0, 90) 4.5 

Right-top (80, 45) 4.24 

Left- top (-80, 45) 5.9 

Bottom-back (0, 225) 3.8 

Bottom-front (0, -45) 3.5 

Top-back (0,135) 5.2 

decibleLeft-bottom (-80,-45) 4.5 

Right-bottom (80,-45) 5.2 

Table 1. Average spectral distortion for several persons from CIPIC. 

The figures below depict various samples of estimated and original HRIR and 

their magnitude spectra for several people at various directions from CIPIC. 

 

 Spectral distortion is 4.24 dB 



 
 

13 
 

Original  HRIR at(80,45)

 

Estimated HRIR at(80,45) 

 

Spectrum of the original  HRIR 

at(80,45) 

 

Spectrum of the estimated HRIR 

at(80,45) 

 

Figure 4. HRIR and its magnitude spectrum at (0,180). 

 

Spectral distortion is 5.2 dB 
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Original  HRIR at(0,135) 

 

Estimated HRIR at(0,135) 

 

spectrum of the original  HRIR 

at(0,135)

 

spectrum of the estimated HRIR 

at(0,135)

 

9 HRIR and its magnitude spectrum at (0,135). 

 

4. Conclusion 

According to the importance of the personalization of HRIR for developing virtual 

reality applications and 3D sound systems, a convenient and efficient method 
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based on three layers (BPANNN) was proposed to estimate an intended listener’s 

HRIR in this study. The results show that there is no significant difference in 

perception between estimated and retrieved measured HRIRs from the CIPIC 

database. The personalization method has avoided the following problems: 

 Inaccuracy of the HRIR estimation problem. 

 Unavailability and difficulty of performing HRIR measurements. 

 Avoiding the drawbacks of the previous studies of impulse response 

personalization. 
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